CONVERGENCE OF A CELL-CENTERED FINITE VOLUME METHOD AND APPLICATION TO ELLIPTIC EQUATIONS
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Abstract. We study the consistency and convergence of the cell-centered Finite Volume (FV) external approximation of $H^1_0(\Omega)$, where a 2D polygonal domain $\Omega$ is discretized by a mesh of convex quadrilaterals. The discrete FV derivatives are defined by using the so-called Taylor Series Expansion Scheme (TSES). By introducing the Finite Difference (FD) space associated with the FV space, and comparing the FV and FD spaces, we prove the convergence of the FV external approximation by using the consistency and convergence of the FD method. As an application, we construct the discrete FV approximation of some typical elliptic equations, and show the convergence of the discrete FV approximations to the exact solutions.
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1. Introduction

In engineering, fluid dynamics, and physics more recently, the Finite Volume (FV) discretization method is widely used because of its local conservation property of the flux on each control volume. From the numerical analysis point of view, many different types of FV methods, depending on the way of computing the discrete fluxes, have been introduced and analyzed up to this day. Concerning the varieties of the FV methods and their applications, we refer the readers to, e.g., [52, 32, 51, 18, 24] for general references, and to [36, 1, 37, 47, 58, 60, 48, 40, 49, 11] for the computational applications.

In proving the convergence of the cell-centered FV method, one specific difficulty is due to the weak consistency of the FV method. Namely, the companion discrete FV derivative arising in the discrete integration by parts does not usually converge strongly to the corresponding derivative of the limit function. To overcome this technical difficulty, in an important earlier work, the authors of [32] employed a discrete compactness argument for the FV space, even for linear problems. Since then, using this approach, further analysis of the cell-centered FV method has been made in, e.g., [28, 27, 12, 31, 41, 8, 14]. A different approach was introduced in our earlier works [39, 42] to prove the convergence of the cell-centered FV method. More precisely, we introduced there the Finite Difference (FD) space which is associated with the FV space, and compared the FV and FD spaces by defining a map between them. Then, thanks to the consistency and convergence of the FD method which are proven in a classical way, the convergence of the FV method is inferred. This approach was conducted in [39, 42] for the study of the cell-centered FV method when the domain considered has a rectangular mesh, whereas more general meshes are desirable for FV which are specifically aimed at handling complicated geometries. For a different type of FV methods other than the cell-centered FV, the convergence of, e.g., the cell-vertex FV method is well-studied in, e.g., [54, 55, 56, 10, 53, 59].
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There is a broad class of FV methods which correspond to various equations and applications, and to various strategies of approximation. After choosing, for a given mesh, the nodal points and the reconstructed functions, one needs to define an approximation of the derivatives (which is not easy on a general mesh). For elliptic problems which admit a weak (variational) formulation, the gradient schemes (studied in, e.g., [34, 26]) consist in mimicking the variational formulation by replacing the exact derivatives by the approximate derivatives. Another more general direction applying to all classes of equations and conservation laws, consists in integrating the conservation law on the control volume and then looking for approximations of the fluxes. Our approach relates to the gradient schemes. Using cell-centered unknowns, we approach the spatial derivatives using the so-called Taylor Series Expansion Scheme (TSES) method that was introduced in the early 90’s in the engineering literature, see, e.g., [46, 52, 45, 18]. Note that the TSES is commonly considered in the engineering fluid mechanics, whereas the MPFA approach, [9, 3], not studied here is considered in the petroleum and hydrogeology literatures. We can then define approximate variational problems and study the convergence of the approximate solutions to those of the exact ones. The construction of the TSES method is closely related to, e.g., that of the so-called diamond scheme in [22] or the Discrete Duality Finite Volume scheme in [44, 23] according to this terminology which was subsequently introduced; see Remark 3.2 below. See other related works as well in, e.g., [43, 30, 16, 2].

As we said, there is a substantial body of work related to the numerical analysis of the FV methods; see, e.g., the review articles [32], and more recently [34, 26]; see also, e.g., [31, 41] and the references quoted in these articles. Despite their importance and major interest, the existing works deal with objectives different than ours and do not cover our objectives. These works are generally motivated by reservoir (underground) flows and address the corresponding equations, and, on the mathematical side, they use compactness arguments to prove convergence, even for linear equations. Due to the growing importance of FV methods, and the considerable difficulties for proving their convergence, it is clear that there will be many more works in years to come on the numerical analysis of FV methods, and there is need to diversify the available tools. This article, like earlier works [39, 42], is generally motivated by classical or geophysical fluid mechanics; it uses a form of the FV method, the TSES method, which is not dealt with in the review articles previously mentioned; and it uses the comparison with a related Finite Difference method instead of compactness arguments. Another major difference between prior works and this article is that, in, e.g., [32, 34, 26], the FV method and its analysis is tailored to one specific equation in divergence form and, as far as we understand, the work needs to be redone or suitably adapted if we consider a different equation with, e.g., lower order terms as in equation (124) in this article. On the contrary, our approach consists in approximating the underlying function space of type $H^1(\Omega)$, leaving all flexibility for the equations whose coefficients can be nonhomogeneous and nonisotropic. Finally it is noteworthy that [24] emphasizes the use of the maximum principle which is mostly not relevant to classical or geophysical fluid mechanics (nor to multi-species underground reservoir flows which produce systems).

In this article, to prove the consistency and convergence of the TSES Finite Volume approximation of $H^1_0(\Omega)$, (which is equivalent to verifying the properties (C1) and (C2) below), we impose some conditions (H1)-(H5) on the mesh. (H1)-(H3) are standard hypotheses which guarantee that the mesh is not too distorted.
The hypotheses ($\mathcal{H}4$) and ($\mathcal{H}5$) on the mesh are specific to the discretization that we consider and comparable to similar hypotheses made in the literature. The hypothesis ($\mathcal{H}4$) is local while the hypothesis ($\mathcal{H}5$) is not too complicated, it relates to the function space that we approach and is then valid for all the corresponding equations, unlike some other similar hypotheses in the literature which relate the mesh to a particular equation.

Our work is organized as follows: We recall some elementary geometric notations in Section 2. Then we construct the discrete FV space in Section 3, and introduce the external approximation of $H^1_0(\Omega)$ by the FV space in Section 4, where the property ($\mathcal{C}1$) for the FV scheme is verified as well. As briefly explained before, due to the weak consistency for the FV method, we first introduce the FD space associated with the FV space in Section 5, before we verify the property ($\mathcal{C}2$) for the FV. Then the convergence of the FD approximation is proved in Section 6. Finally, by comparing the FV and FD spaces and using the convergence of the FD approximation, we finally obtain the convergence of the FV external approximation in Section 7. As an application of the convergent cell-centered FV approximation, we demonstrate in Section 8 how one can use the FV scheme to approximate the weak solution of some typical elliptic equations. The convergence of the discrete FV weak solution to the exact weak solution is proved as well.

2. Notations and preliminaries

For any point $(x_*, y_*)$ in $\mathbb{R}^2$, we write $P_* = (x_*, y_*)$. A vector from a point $P_A$ to a point $P_B$ is written as

$$
P_A \overrightarrow{P_B} = (x_B - x_A, y_B - y_A).
$$

Let $K$ be a convex quadrilateral with the four vertices $P_A, P_B, P_C,$ and $P_D$ which are ordered counter clockwise. Then the area of $K$, denoted by $|K|$, is classically written in the form,

$$
|K| = \frac{1}{2} |P_A \overrightarrow{P_C} \times P_B \overrightarrow{P_D}| = \frac{1}{2} \left| \det \begin{pmatrix} x_C - x_A & x_D - x_B \\ y_C - y_A & y_D - y_B \end{pmatrix} \right|.
$$

In the use of (2) below, a sign issue will occur, and to avoid it, we assume that the convex quadrilateral is not too distorted in the sense that the projection of each side onto the opposite side has a nonempty intersection with that side. Under this assumption, the determinant in (2) is always positive, and hence we write

$$
|K| = \frac{1}{2} \det \begin{pmatrix} x_C - x_A & x_D - x_B \\ y_C - y_A & y_D - y_B \end{pmatrix}.
$$

For the FV and the corresponding FD meshes in this article, thanks to the restrictions ($\mathcal{H}2$) and ($\mathcal{H}3$) below, we will mainly use the formula (3) to compute the area of certain convex quadrilateral cells.

The area of a triangle $T$ with vertices $P_A, P_B,$ and $P_C$, ordered counter clockwise, is given by

$$
|T| = \frac{1}{2} |P_A \overrightarrow{P_B} \times P_A \overrightarrow{P_D}| = \frac{1}{2} \left| \det \begin{pmatrix} x_B - x_A & x_D - x_A \\ y_B - y_A & y_D - y_A \end{pmatrix} \right|.
$$

In this article, we denote by $\kappa$ a generic constant, depending on the domain $\Omega$ and the other data, but independent of the mesh size. When we want to keep track of such a constant, we number it as $\kappa_i$. 


3. Cell-centered Finite Volume setting

We consider the discretization of a 2D polygonal domain $\Omega$ by $MN$ convex quadrilateral control volumes $K_{i,j}$, $1 \leq i \leq M$, $1 \leq j \leq N$, see, e.g., Figure 1 below, so that $\Omega = \bigcup_{i=1}^{M} \bigcup_{j=1}^{N} K_{i,j}$.

Here the FV mesh is topologically equivalent to a rectangular mesh. The interiors of the $K_{i,j}$ are disjoint, but of course two adjacent control volumes share a (full) common edge.
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**Figure 1.** A polygonal domain $\Omega$ with boundary $\Gamma = \bigcup_{i=E,W,N,S} \Gamma_i$, which is discretized by convex quadrilaterals.

For each control volume $K_{i,j}$, we define the FV nodal points $P_{i\pm 1/2,j\pm 1/2}$ as the corner points of $K_{i,j}$ as in Fig. 2 below. Then we obtain the $(M+1) \times (N+1)$ nodal points $P_{i+1/2,j+1/2}$ such that

$$P_{i+1/2,j+1/2} = (x_{i+1/2,j+1/2}, y_{i+1/2,j+1/2}) \in \begin{cases} \text{int } \Omega, & 1 \leq i \leq N - 1, 1 \leq j \leq M - 1, \\ \Gamma_W, & i = 0, \\ \Gamma_E, & i = M, \\ \Gamma_S, & j = 0, \\ \Gamma_N, & j = N. \end{cases}$$
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**Figure 2.** Control volume $K_{i,j}$ with the vertices $P_{i\pm 1/2,j\pm 1/2}$ and the boundary $\Gamma_{i,j} = \bigcup_{k=E,W,N,S} \Gamma_{i,j}^k$.

On the boundary $\Gamma$ of $\Omega$, we define the flat control volumes:

$$K_{0,j} = \text{segment connecting } P_{\frac{1}{2},j-\frac{1}{2}} \text{ and } P_{\frac{1}{2},j+\frac{1}{2}}; \ 1 \leq j \leq N,$$

$$K_{M+1,j} = \text{segment connecting } P_{M+\frac{1}{2},j-\frac{1}{2}} \text{ and } P_{M+\frac{1}{2},j+\frac{1}{2}}; \ 1 \leq j \leq N,$$

$$K_{i,0} = \text{segment connecting } P_{i-\frac{1}{2},\frac{1}{2}} \text{ and } P_{i+\frac{1}{2},\frac{1}{2}}; \ 1 \leq i \leq M,$$

$$K_{i,N+1} = \text{segment connecting } P_{i-\frac{1}{2},N+\frac{1}{2}} \text{ and } P_{i+\frac{1}{2},N+\frac{1}{2}}; \ 1 \leq i \leq M.$$

For convenience, we set

$$K_{0,0} = K_{M+1,0} = K_{0,N+1} = K_{M+1,N+1} = \emptyset.$$
Then we write the closure of $\Omega$ as the union of the control volumes:

\[
\overline{\Omega} = \bigcup_{i=0}^{M+1} \bigcup_{j=0}^{N+1} K_{i,j}.
\]

We introduce the barycenter of $K_{i,j}$:

\[
P_{i,j} = \begin{cases} 
\text{midpoint of } K_{i,j}, & \text{for } i = 0 \text{ or } M + 1, \text{ or } j = 0 \text{ or } N + 1, \\
\text{barycenter of } K_{i,j}, & \text{for } 1 \leq i \leq M, 1 \leq j \leq N.
\end{cases}
\]

Since each control volume is convex, we can write the barycenter $P_{i,j}$ of $K_{i,j}$ as an interpolation of the four corners of $K_{i,j}$. That is, for $1 \leq i \leq M, 1 \leq j \leq N$,

\[
P_{i,j} = \sum_{l,m=\pm 1} \lambda_{i,m}^l P_{i+\frac{1}{2},j+l+m} \quad \text{for some } \lambda_{i,m}^l \geq 0 \text{ such that } \sum_{l,m=\pm 1} \lambda_{i,m}^l = 1.
\]

We write the boundary $\Gamma_{i,j}$ of each control volume $K_{i,j}$ in the form,

\[
\Gamma_{i,j} = \bigcup_{k=E,W,N,S} \Gamma^k_{i,j}, \quad \text{(see Fig. 2)}.
\]

We name the four internal angles of $K_{i,j}$ as $\theta_{i,j}^m$, $m = WS, ES, EN, WN$, with an obvious notation.

When $M$ and $N$ get large, we assume that the number of points in each direction remains comparable by imposing the analytic hypothesis below:

\begin{enumerate}
\item[(H1)] There exists $0 < \kappa_0 < 1$ such that

\[
\kappa_0 \leq \frac{M}{N} \leq \kappa_0^{-1} \quad \text{as } M, N \to \infty.
\]
\end{enumerate}

At each discretization level $M$ and $N$, we consider the maximum and minimum lengths of the edges of all the control volumes and assume that there exist $0 < \delta \leq \theta$ such that

\[
\delta \leq \min_{i,j} \min_{k=E,W,N,S} |\Gamma_{i,j}^k| \leq \max_{i,j} \max_{k=E,W,N,S} |\Gamma_{i,j}^k| \leq \theta,
\]

where $|\Gamma_{i,j}^k|$ denotes the measure of $\Gamma_{i,j}^k$. We consider also the maximum and minimum sizes of the internal angles of all the control volumes and assume similarly that there exist $0 < \delta \leq \theta < \pi$ such that

\[
\delta \leq \min_{i,j} \min_{m=W,S,ES,EN,WN} \theta_{i,j}^m \leq \max_{i,j} \max_{m=W,S,ES,EN,WN} \theta_{i,j}^m \leq \theta.
\]

Following the suggestion in, e.g., [19, 57] and other references therein, we assume that the FV mesh is not highly distorted, that is:

\begin{enumerate}
\item[(H2)] There exists $\delta, (2\sqrt{3})/9 (\approx 0.384) \leq \delta < 1$ such that

\[
\min \left( \sin \theta, \sin \frac{\theta}{2} \right) \geq \delta \frac{h^2}{L^2}.
\]
\end{enumerate}

Using (H2) and by writing $|ABC|$ the area of the triangle with vertices $A$, $B$, and $C$, we find that

\[
\frac{|K_{i,j}|}{|K_{k,l}|} \leq \frac{|P_{i+\frac{1}{2},j+\frac{1}{2}}P_{i+\frac{1}{2},j+\frac{1}{2}}P_{i+\frac{1}{2},j+\frac{1}{2}}| + |P_{i+\frac{1}{2},j+\frac{1}{2}}P_{i+\frac{1}{2},j+\frac{1}{2}}P_{i+\frac{1}{2},j+\frac{1}{2}}|}{|P_{k+\frac{1}{2},l+\frac{1}{2}}P_{k+\frac{1}{2},l+\frac{1}{2}}P_{k+\frac{1}{2},l+\frac{1}{2}}|} \leq \delta^{-1},
\]

where $i,j,k,l$ are integers.
for $1 \leq i, k \leq M$ and $1 \leq j, l \leq N$. Moreover, since there are at most $M$ (or $N$) control volumes in the horizontal (or vertical) direction, using (H2), we notice that

$$\max(Mh, Nh) \leq \frac{h}{h} \max(Mh, Nh) \leq \kappa_1 := \delta - \frac{1}{2} \max_{k=E,W,N,S} |\Gamma_k|.$$ 

We infer from the lower bound of $\delta$ in (H2) that

$$\cos \theta \leq \frac{h}{h}.$$ 

Thanks to (17), the area of each control volume $K_{i,j}$ is written in the form in (3). Hence the formula (3) can be made useful when we compute the area of $K_{i,j}$ (or $K_{i+1/2,j}$, $K_{i,j+1/2}$ in (25) below). The explicit expressions of the areas are given in (36) below. In addition, (17) also implies that

$$\mu_{l,m}^{i+1/2,j+1/2}$$

and

$$\mu_{l,m}^{i+1/2,j+1/2}$$

is located inside the quadrilateral with vertices $P_{i,j}$, $P_{i+1,j}$, $P_{i+1,j+1}$, and $P_{i,j+1}$ for $1 \leq i \leq M - 1, 1 \leq j \leq N - 1$ (see Fig. 3 below).

This expression (20) will play an important role below when we define the discrete FV derivatives.

**Construction of the FV space.** We now define the FV space of step functions that satisfy the homogeneous Dirichlet boundary condition in the form,

$$V_h := \left\{ u_h \text{ on } \Omega = \bigcup_{i=0}^{M+1} \bigcup_{j=0}^{N+1} K_{i,j} \text{ such that} \right\}$$

$$\left\{ u_h \big|_{K_{i,j}} = \begin{cases} u_{i,j}, & \text{for } 1 \leq i \leq M, 1 \leq j \leq N, \\ 0, & \text{for } i = 0, M + 1, \text{ or } j = 0, N + 1. \end{cases} \right\}.$$ 

Then, for any $u_h \in V_h$, we write

$$u_h = \sum_{i=1}^{M} \sum_{j=1}^{N} u_{i,j} \chi_{K_{i,j}},$$

where $\chi_{K_{i,j}}$ is the characteristic function of $K_{i,j}$. 

**Figure 3.** A nodal point $P_{i+1/2,j+1/2}$ and the nearby barycenters.
Remark 3.1. A Neumann boundary condition on, e.g., \( \Gamma_E \) can be implemented by setting
\[
(23) \quad u_{0,j} = u_{1,j}, \quad 0 \leq j \leq N + 1.
\]
Similarly, if the FV mesh in (5) is periodic near, e.g., \( \Gamma_W \) and \( \Gamma_E \) (that is, \( K_{1,j} \) is the horizontal reflection of \( K_{M,j} \) for \( 1 \leq j \leq N \)), then one can enforce the periodic boundary condition on \( \Gamma_W = \Gamma_E \) by setting
\[
(24) \quad u_{0,j} = u_{M+1,j} := \frac{1}{2}(u_{1,j} + u_{M,j}).
\]
Using (23) and (24), many other mixed type boundary conditions can be implemented as well. Therefore all the analysis in this article is valid for any 2D polygonal domain, (including the one topologically equivalent to an annulus (i.e. a 2D torus)) under various boundary conditions.

To define the discrete FV derivatives on \( V_h \), we apply the Taylor Series Expansion Scheme (TSES), which was introduced in, e.g., [45] and suitably modified in [42] for the case of a non-uniform mesh. The convergence of the FV method using the modified TSES scheme is proved in [42] when the domain is discretized by a mesh of rectangles. Toward this end, we first introduce the quadrilaterals (diamond cells) \( K_{i,j+1/2} \) and \( K_{i+1/2,j} \) that will serve as the domains of constancy for the FV derivatives (see Fig. 4 and Remark 3.2):
\[
(25) \quad K_{i,j+1/2} = \text{quadrilateral connecting four points } P_{i,j}, P_{i+1,j}, P_{i+1/2,j+1/2}, P_{i+1/2,j+1/2},
\]
\[
\text{for } 0 \leq i \leq M + 1, \quad 0 \leq j \leq N,
\]
\[
K_{i+1/2,j} = \text{quadrilateral connecting four points } P_{i,j}, P_{i,j+1}, P_{i+1/2,j}, P_{i+1/2,j+1},
\]
\[
\text{for } 0 \leq i \leq M, \quad 0 \leq j \leq N + 1.
\]
Thanks to (9), \( K_{1/2,j}, K_{M+1/2,j}, K_{i,1/2} \) or \( K_{i,N+1/2} \) near the boundary \( \Gamma \) becomes a triangle.

\[
\text{Figure 4. Dash-lined } K_{i,j+1/2} \text{ and dot-lined } K_{i,j+1/2} \text{ are the domains of constancy for the FV derivatives.}
\]

Then the domain \( \Omega \) can be written in the form,
\[
(26) \quad \Omega = \left( \bigcup_{i=0}^{M+1} \bigcup_{j=0}^{N} K_{i,j+1/2} \right) \bigcup \left( \bigcup_{i=0}^{M} \bigcup_{j=0}^{N+1} K_{i,j+1/2} \right).
\]

Remark 3.2. The diamond cells \( K_{i,j+1/2} \) and \( K_{i+1/2,j} \) (or \( \tilde{K}_{i,j+1/2} \) and \( \tilde{K}_{i+1/2,j} \) defined below in (69)) were introduced and used in earlier works, e.g., [22, 23, 44] where some Finite Volume schemes, related to the current TSES method, are analyzed.
We consider the barycenters of two triangles with vertices \( P_{i-\frac{1}{2}, j-\frac{1}{2}}, P_{i+\frac{1}{2}, j+\frac{1}{2}}, P_{i-\frac{1}{2}, j+\frac{1}{2}} \) and \( P_{i+\frac{1}{2}, j-\frac{1}{2}}, P_{i+\frac{1}{2}, j+\frac{1}{2}}, P_{i+\frac{1}{2}, j+\frac{1}{2}} \), and name the one closer to the segment from \( P_{i-\frac{1}{2}, j-\frac{1}{2}} \) to \( P_{i+\frac{1}{2}, j+\frac{1}{2}} \) as \( Q_{i,j} \). By definition of the barycenter, the distance between \( Q_{i,j} \) and the segment from \( P_{i-\frac{1}{2}, j-\frac{1}{2}} \) to \( P_{i+\frac{1}{2}, j+\frac{1}{2}} \) is bigger than that between \( Q_{i,j} \) and the segment from \( P_{i-\frac{1}{2}, j-\frac{1}{2}} \) to \( P_{i+\frac{1}{2}, j+\frac{1}{2}} \) (see Fig. 5 below). Hence, using (P2) as well and by writing \(|ABC|\) the area of the triangle with vertices \( A, B, \) and \( C \), we find that

\[
\left| P_{i,j}P_{i-\frac{1}{2}, j+\frac{1}{2}}P_{i+\frac{1}{2}, j+\frac{1}{2}} \right| \\
\geq \left| Q_{i,j}P_{i-\frac{1}{2}, j+\frac{1}{2}}P_{i+\frac{1}{2}, j+\frac{1}{2}} \right| \\
\geq \frac{1}{3} \min \left( \left| P_{i-\frac{1}{2}, j-\frac{1}{2}}P_{i+\frac{1}{2}, j+\frac{1}{2}} \right|, \left| P_{i+\frac{1}{2}, j-\frac{1}{2}}P_{i+\frac{1}{2}, j+\frac{1}{2}} \right|, \left| P_{i-\frac{1}{2}, j+\frac{1}{2}}P_{i+\frac{1}{2}, j+\frac{1}{2}} \right| \right) \\
\geq \frac{1}{3} h^2 \min (\sin \theta, \sin \phi) \\
\geq \frac{1}{3} h \delta.
\]

Using this fact, we notice that

\[
\max \left( \frac{|K_{i,j}|}{|K_{k+\frac{1}{2}, l}|} + \frac{|K_{i,j+1}|}{|K_{k, l+\frac{1}{2}}|} \right) \leq \frac{3}{2} \delta^{-1}, \quad 1 \leq i, k \leq M, \quad 1 \leq j, l \leq N.
\]

\[
\text{Figure 5. The } X \text{ marked barycenter } P_{i,j} \text{ of a control volume } K_{i,j} \text{ and the dotted barycenters of the two triangles, one with vertices } P_{i-\frac{1}{2}, j-\frac{1}{2}}, P_{i+\frac{1}{2}, j+\frac{1}{2}}, \text{ and the other one with vertices } P_{i+\frac{1}{2}, j-\frac{1}{2}}, P_{i-\frac{1}{2}, j+\frac{1}{2}}, \text{ and } P_{i+\frac{1}{2}, j+\frac{1}{2}}.
\]

We introduce the (non-singular) geometric matrices \( M_{i,j+1/2} \) and \( M_{i+1/2,j} \), whose rows represent the diagonals of \( K_{i,j+1/2} \) and \( K_{i+1/2,j} \) respectively,

\[
M_{i+\frac{1}{2}, j} = \begin{bmatrix}
  x_{i+1,j} - x_{i,j} & y_{i+1,j} - y_{i,j} \\
  x_{i+\frac{1}{2}, j+\frac{1}{2}} - x_{i+\frac{1}{2}, j-\frac{1}{2}} & y_{i+\frac{1}{2}, j+\frac{1}{2}} - y_{i+\frac{1}{2}, j-\frac{1}{2}} \\
  0 & 0
\end{bmatrix},
\]

\[
M_{i, j+\frac{1}{2}} = \begin{bmatrix}
  x_{i+\frac{1}{2}, j+\frac{1}{2}} - x_{i-\frac{1}{2}, j+\frac{1}{2}} & y_{i+\frac{1}{2}, j+\frac{1}{2}} - y_{i-\frac{1}{2}, j+\frac{1}{2}} \\
  x_{i,j+1} - x_{i,j} & y_{i,j+1} - y_{i,j}
\end{bmatrix},
\]

\[
0 \leq i \leq M, \quad 0 \leq j \leq N + 1,
\]

\[
0 \leq i \leq M + 1, \quad 0 \leq j \leq N.
\]
Using (20), we define the intermediate value \( u_{i+1/2,j+1/2} \) of \( u_h \in V_h \) at \( P_{i+1/2,j+1/2} \) in the form,

\[
(30)

u_{i+\frac{1}{2},j+\frac{1}{2}} = \begin{cases} 
\sum_{l,m=0,1} (\mathcal{M}_{i+l,j+m} - \mathcal{M}_{i+l,j-m} + \mathcal{M}_{i+l+1,j-m}) \cdot u_{i+l,j+m}, & 1 \leq i \leq M - 1, \ 0 \leq j \leq N - 1, \\
0, & i = 0, M, \text{ or } j = 0, N.
\end{cases}
\]

Thanks to (25)-(30), using the values of the function at the four vertices of \( K_{i+1/2,j} \) (or \( K_{i,j+1/2} \)), we write two (discrete) directional derivatives of \( u_h \) in \( K_{i+1/2,j} \) (or \( K_{i,j+1/2} \)) as a linear combination of the (discrete) gradient of \( u_h \), where the coefficient vectors are identical to the rows of \( \mathbf{M}_{i+1/2,j} \) (or \( \mathbf{M}_{i,j+1/2} \)).

Then, by solving the linear system, we obtain the discrete FV derivatives on \( V_h \):

For \( u_h \in V_h \),

\[
(31) \quad \nabla_h u_h = \sum_{i=0}^{M} \sum_{j=0}^{N+1} \nabla_h u_h |_{K_{i+\frac{1}{2},j}} \chi_{K_{i+\frac{1}{2},j}} + \sum_{j=0}^{N} \sum_{i=0}^{M+1} \nabla_h u_h |_{K_{i,j+\frac{1}{2}}} \chi_{K_{i,j+\frac{1}{2}}},
\]

where

\[
(32) \quad \nabla_h u_h = \begin{cases} 
\mathcal{M}_{i+\frac{1}{2},j}^{-1} \begin{bmatrix} u_{i+1,j} - u_{i,j} \\
(y_{i+1,j} - y_{i,j}) \\
(x_{i+1,j} - x_{i,j})
\end{bmatrix}, & \text{on } K_{i+\frac{1}{2},j}, \\
\mathcal{M}_{i,j+\frac{1}{2}}^{-1} \begin{bmatrix} u_{i,j+1} - u_{i,j} \\
(y_{i,j+1} - y_{i,j}) \\
(x_{i,j+1} - x_{i,j})
\end{bmatrix}, & \text{on } K_{i,j+\frac{1}{2}}.
\end{cases}
\]

We notice from (17) that the area formula (3) is valid for the \( K_{i+1/2,j} \) and \( K_{i,j+1/2} \). Hence we write

\[
(33) \quad \mathbf{M}_{i+\frac{1}{2},j}^{-1} = 2 |K_{i+\frac{1}{2},j}|^{-1} \begin{bmatrix} y_{i+\frac{1}{2},j} - y_{i+1/2, j-\frac{1}{2}} \\
(y_{i+1/2,j} - y_{i+1/2, j+1/2}) \\
(x_{i+1/2,j} - x_{i+1/2, j-1/2})
\end{bmatrix},
\]

\[
0 \leq i \leq M, \ 0 \leq j \leq N + 1, \quad \mathbf{M}_{i,j+\frac{1}{2}}^{-1} = 2 |K_{i,j+\frac{1}{2}}|^{-1} \begin{bmatrix} y_{i,j+1} - y_{i,j} \\
(y_{i+1/2,j} - y_{i+1/2, j+1/2}) \\
(x_{i+1/2,j} - x_{i+1/2, j-1/2})
\end{bmatrix},
\]

\[
0 \leq i \leq M + 1, \ 0 \leq j \leq N.
\]

We equip the FV space \( V_h \) with the inner products \((\cdot, \cdot)_{V_h}\) and \((\cdot, \cdot)_{V_h}\), which mimic respectively those of \( L^2(\Omega) \) and \( H^1_0(\Omega) \).

For \( u_h, v_h \) in \( V_h \), we define

\[
(34) \quad (u_h, v_h)_{V_h} = (u_h, v_h)_{L^2(\Omega)} = \sum_{i=1}^{M} \sum_{j=1}^{N} u_{i,j} v_{i,j} |K_{i,j}|,
\]

\[
(35) \quad (u_h, v_h)_{V_h} = (\nabla_h u_h, \nabla_h v_h)_{L^2(\Omega)}
= \sum_{i=0}^{M} \sum_{j=0}^{N+1} \nabla_h u_h |_{K_{i+\frac{1}{2},j}} \cdot \nabla_h v_h |_{K_{i+\frac{1}{2},j}} |K_{i+\frac{1}{2},j}| \\
+ \sum_{i=0}^{M+1} \sum_{j=0}^{N} \nabla_h u_h |_{K_{i,j+\frac{1}{2}}} \cdot \nabla_h v_h |_{K_{i,j+\frac{1}{2}}} |K_{i,j+\frac{1}{2}}|.
\]
Here we write the measure $|K_*|$ of $K_*$ as

$$
|K_{i,j}| = \frac{1}{2} \det \begin{bmatrix}
x_{i,j+\frac{1}{2}} - x_{i,j-\frac{1}{2}} & x_{i+\frac{1}{2},j} - x_{i+\frac{1}{2},j-\frac{1}{2}} \\
y_{i,j+\frac{1}{2}} - y_{i,j-\frac{1}{2}} & y_{i+\frac{1}{2},j} - y_{i+\frac{1}{2},j-\frac{1}{2}}
\end{bmatrix},
$$

(36)

$$
|K_{i+\frac{1}{2},j}| = \frac{1}{2} \det \begin{bmatrix}
x_{i+1,j} - x_{i,j} & x_{i+\frac{1}{2},j+\frac{1}{2}} - x_{i+\frac{1}{2},j-\frac{1}{2}} \\
y_{i+1,j} - y_{i,j} & y_{i+\frac{1}{2},j+\frac{1}{2}} - y_{i+\frac{1}{2},j-\frac{1}{2}}
\end{bmatrix},
$$

$$
|K_{i,j+\frac{1}{2}}| = \frac{1}{2} \det \begin{bmatrix}
x_{i+\frac{1}{2},j} - x_{i-\frac{1}{2},j} & x_{i,j+1} - x_{i,j} \\
y_{i+\frac{1}{2},j} - y_{i-\frac{1}{2},j} & y_{i,j+1} - y_{i,j}
\end{bmatrix}.
$$

We denote by $|\cdot|_{V_h}$ and $\|\cdot\|_{V_h}$ the norms associated with these scalar products $(\cdot, \cdot)_{V_h}$ and $(\cdot, \cdot)_{V_h}$ respectively.

4. External approximation of $H^1_0(\Omega)$ via the FV space $V_h$

To approximate the Sobolev space $H^1_0(\Omega)$ in the sense of [17] (see also [57]), we consider an external approximation as in Fig. 6 where the maps between the spaces are defined in (37):

$$
H^1_0(\Omega) \xrightarrow{\mathbb{V}} L^2(\Omega)^3
$$

Figure 6. External approximation of $H^1_0(\Omega)$ via $V_h$.

(37)

$$
\mathbb{V}(u) = (u, \nabla u), \quad u \in H^1_0(\Omega),
$$

$$
r_h(u) = \sum_{i=0}^{M+1} \sum_{j=0}^{N+1} (r_h u)_{i,j} \chi_{K_{i,j}}, \quad u \in C_0^\infty(\Omega) \subset H^1_0(\Omega),
$$

where $(r_h u)_{i,j} = \begin{cases} 
\frac{1}{|K_{i,j}|} \int_{K_{i,j}} u \, dx, & 1 \leq i \leq M, \ 1 \leq j \leq N, \\
0, & i = 0, M + 1, \text{ or } j = 0, N + 1,
\end{cases}
$$

$$
p_h(u_h) = (u_h, \nabla_h u_h), \quad u_h \in V_h.
$$

We state and prove the discrete Poincaré inequality for this FV space:

**Lemma 4.1.** Under the assumptions (H1) and (H2), we have

$$
|u_h|_{V_h} \leq \kappa_P \|u_h\|_{V_h}, \quad u_h \in V_h,
$$

for a constant $\kappa_P = 2\sqrt{6} \kappa_1^{-1} \delta^{-1/2}$, independent of the mesh size.

**Proof.** Considering $u_h$ in $V_h$, since $u_{i,0} = 0$ for $1 \leq i \leq M$, we write

$$
u_{i,j} = \sum_{k=0}^{j-1} (u_{i,k+1} - u_{i,k}), \quad 1 \leq i \leq M, \ 1 \leq j \leq N.
$$

Then, using the Schwarz inequality, we find

$$
u_{i,j}^2 \leq N \sum_{k=0}^{N} (u_{i,k+1} - u_{i,k})^2, \quad 1 \leq i \leq M, \ 1 \leq j \leq N.
On the other hand, we infer from (29) and (32) that
\[
\mathbf{P}_{i,k} \mathbf{P}_{i,k+1} \cdot \nabla_h u_h \big|_{K_{i,k+\frac{1}{2}}} = u_{i,k+1} - u_{i,k}.
\]
It is clear that
\[
|\mathbf{P}_{i,k} \mathbf{P}_{i,k+1}| \leq |\mathbf{P}_{i,k} \mathbf{P}_{i,k+\frac{1}{2}}| + |\mathbf{P}_{i+\frac{1}{2},k+\frac{1}{2}} \mathbf{P}_{i,k+1}| \leq \sqrt{7}.
\]
Combining (40)-(42), we find that
\[
u_{i,j}^2 \leq 16N \sum_{k=0}^{N} \left| \nabla_h u_h \big|_{K_{i,k+\frac{1}{2}}} \right|^2, \quad 1 \leq i \leq M, \quad 1 \leq j \leq N.
\]
Now, using (43), we write
\[
|u_h|_{V_h}^2 = \sum_{i=1}^{M} \sum_{j=1}^{N} u_{i,j}^2 (K_{i,j}) \leq 16N \sum_{i=1}^{M} \sum_{j=1}^{N} \left( \sum_{k=0}^{N} \left| \nabla_h u_h \big|_{K_{i,k+\frac{1}{2}}} \right|^2 (K_{i,j}) \right).
\]
Using (28), we deduce from (44) that
\[
|u_h|_{V_h}^2 \leq 24N^2 \delta_{i,j} \sum_{i=1}^{M} \sum_{j=1}^{N} \left| \nabla_h u_h \big|_{K_{i,k+\frac{1}{2}}} \right|^2 (K_{i,j}) \leq 24N^2 \delta \left| u_h \right|_{V_h}^2.
\]
The proof of (38) is now complete. 

Thanks to the discrete Poincaré inequality (38), the stability (uniform boundedness) of the operators \(\mathbf{P}_n\), defined in (37), follows:
\[
\|p_n\|_{L^2(\Omega)} \leq \sup_{u \in H_0^1(\Omega)} \frac{|u_n|_{L^2(\Omega)} + \|\nabla u_n\|_{L^2(\Omega)}}{\|u_n\|_{L^2(\Omega)}} = \sup_{u \in V_h} \frac{|u_n|_{V_h}^2 + \|u_n\|_{V_h}^2}{\|u_n\|_{V_h}^2} \leq (1 + \kappa)^2.
\]

**Convergence and consistency of FV.** To prove the convergence and consistency of the FV method, we need to prove the following two properties (see [17] or Sections 3 and 4 of Chapter 1 in [57]):

1. **(C1)** \(p_n \circ r_n(u) \rightarrow \overline{u}(u) \) in \(L^2(\Omega)^3\) as \(n \rightarrow 0\), \(\forall u \in C^\infty_0(\Omega)\),
2. **(C2)** If \(u_n \in V_h\) and \(p_n(u_n) \rightarrow \phi\) weakly in \(L^2(\Omega)^3\) as \(n \rightarrow 0\), then \(\phi \in \overline{H}_0^1(\Omega)\).

We recall some elementary lemmas which can be easily verified by using Taylor expansions (see also [42]):

**Lemma 4.2.** Let \(K\) be a convex polygon in \(\mathbb{R}^2\) with barycenter \(\xi_K\). Then,
\[
\frac{1}{|K|} \int_K \phi \, dx = \phi(\xi_K) + O(|K|), \quad \phi \in C^2(K),
\]
where \(O(|K|) \leq \|\phi\|_{C^2(K)} |K|\).

**Lemma 4.3.** Let \(K\) be a convex polygon in \(\mathbb{R}^2\) with vertices \(\xi_i, \ 1 \leq i \leq p\). Then, for any point \(\xi\) inside \(K\) of the form,
\[
\xi = \sum_{i=1}^{p} \gamma_i \xi_i, \quad \gamma_i \geq 0, \quad \sum_{i=1}^{p} \gamma_i = 1,
\]
we have
\[
\sum_{i=1}^{p} \gamma_i \phi(\xi_i) = \phi(\xi) + O(|K|), \quad \phi \in C^2(K),
\]
where $O(|K|) \leq \|\phi\|_{C^2(|K|)} |K|$.  

**Lemma 4.4.** Let $\xi_1, \xi_2,$ and $\xi$ be three (not necessarily aligned) points in $\mathbb{R}^2$. Then we have  

\[(49) \quad \phi(\xi_2) - \phi(\xi_1) = \nabla \phi(\xi) \cdot (\xi_2 - \xi_1) + O(\sum_{i=1}^{2} |\xi_i - \xi|^2), \quad \phi \in C^2(\mathbb{R}^2),\]

where $O(\sum_{i=1}^{2} |\xi_i - \xi|^2) \leq \|\phi\|_{C^2(\mathbb{R}^2)} \sum_{i=1}^{2} |\xi_i - \xi|^2$.

We recall the big order $O(\frac{\gamma}{\Gamma})$ for $\gamma \geq 0$ with respect to the mesh size $\Gamma$ such that  

\[(50) \quad \left| O\left(\frac{\gamma}{\Gamma}\right) \right| \leq \kappa \frac{\gamma}{\Gamma},\]

for a generic constant $\kappa > 0$ which is independent of $i$, $j$, or $\Gamma$. The small order $O\left(\frac{\gamma}{\Gamma}\right)$, $\gamma \geq 0$, with respect to the mesh size $\Gamma$ is defined as well so that  

\[(51) \quad \lim_{\Gamma \to 0} \left| \frac{O\left(\frac{\gamma}{\Gamma}\right)}{\Gamma} \right| = 0.\]

**4.1. Proof of (C1) for FV.** To verify the property (C1) for this FV space, we first choose a smooth function $u \in C^\infty(\Omega)$ and want to show that  

\[(52) \quad r_h(u) \to u \quad \text{strongly in } L^2(\Omega) \text{ as } \Gamma \to 0.\]

For a point $(x, y)$ in $\Omega$ (up to a set of measure zero), we choose $i$ and $j$ so that $(x, y) \in K_{i,j}$. Using the definition of $r_h$ in (37), Lemma 4.2, and the Taylor expansion, we infer that  

\[
|r_h(u)(x, y) - u(x, y)| = \left| \frac{1}{|K_{i,j}|} \int_{K_{i,j}} u \, dx - u(x, y) \right|
\]

\[
\leq \|u(P_{i,j}) - u(x, y)\| + O\left(\frac{\gamma}{\Gamma}\right)
\]

\[
\leq \|\nabla u\|_{L^\infty(\Omega)} \frac{\gamma}{\Gamma}.
\]

Then we deduce that  

\[r_h(u) \to u \quad \text{strongly in } L^\infty(\Omega) \text{ as } \Gamma \to 0,\]

and hence (52) follows.

As a next step, we need to verify that  

\[(54) \quad \nabla_h r_h(u) \to \nabla u \quad \text{strongly in } L^2(\Omega) \text{ as } \Gamma \to 0.\]

From (26), we notice that any point in $\Omega$ (up to a set of measure zero) is located in exactly one of the $K_{i,j+1/2}$ or $K_{i+1/2,j}$. Without loss of generality, we assume that an arbitrary chosen (but fixed) point $(x, y)$ is inside of $K_{i,j+1/2}$ for some $i$ and $j$; the other case when $(x, y) \in K_{i+1/2,j}$ can be treated in the same manner. Then, using (32) and (37), we write  

\[
\nabla_h r_h(u)(x, y) = M_{i,j+\frac{1}{2}}^{-1} \begin{bmatrix}
    (r_h u)_{i+\frac{1}{2},j} - (r_h u)_{i-\frac{1}{2},j+\frac{1}{2}} \\
    (r_h u)_{i,j+1} - (r_h u)_{i,j}
\end{bmatrix}
\]

where $(r_h u)_{i+1/2,j+1/2}$ is defined by (30) with $u_{i,j}$ replaced by $(r_h u)_{i,j}$.  

Using the definition of \((r_h u)_{i,j}\) in (37), and using Lemmas 4.2 and 4.3, we notice that
\[
(r_h u)_{i,j} = u(P_{i,j}) + O(\frac{h}{M}), \quad 1 \leq i \leq M, \ 1 \leq j \leq N,
\]
\[
(r_h u)_{i+\frac{1}{2},j+\frac{1}{2}} = u(P_{i+\frac{1}{2},j+\frac{1}{2}}) + O(\frac{h^2}{M}), \quad 1 \leq i \leq M - 1, \ 1 \leq j \leq N - 1.
\]

Thanks to (29), (33), (56), and Lemma 4.4, we find that
\[
|\nabla_r_h u(x, y) - \nabla u(x, y)| \leq O(\frac{h}{M}).
\]
Then we deduce that \(\nabla_r_h u(x, y)\) converges to \(\nabla u\) in \(L^\infty(\Omega)\) as \(h \to 0\), and hence (54) follows as well.

Thanks to (52) and (54), the property (C1) of the FV space is obtained.

As we already recalled, the FV method is weakly consistent, and hence proving the (C2) property for the FV is not as direct as for the other classical methods such as Finite Differences or Finite Elements; see, e.g., [32, 39, 42]. In this article, to verify the property (C2) for the FV, we follow the approach introduced in [39, 42]. More precisely, we will first construct in Section 3 the Finite Differences space which is associated with the mesh corresponding to the FV space, and prove the stability and convergence (the properties (C1) and (C2)) of the Finite Differences. Then, by comparing the FV and FD spaces, we will finally deduce that the property (C2) holds true for the FV.

5. Corresponding Finite Difference setting

In this section, we construct the Finite Differences (FD) space which is associated with the FV space in Section 3.

As a first step, we first choose the FD nodal points along the boundary \(\Gamma\) to be the same as those of the FV.
\[
\tilde{P}_{i+\frac{1}{2},j+\frac{1}{2}} = (\tilde{x}_{i+\frac{1}{2},j+\frac{1}{2}}, \tilde{y}_{i+\frac{1}{2},j+\frac{1}{2}}) = P_{i+\frac{1}{2},j+\frac{1}{2}}, \quad i = 0, M, \text{ or } j = 0, M.
\]
Then the boundary cells of the FD mesh are naturally defined as those of the FV mesh,
\[
\tilde{K}_{i,j} = K_{i,j}, \quad i = 0, M + 1, \text{ or } j = 0, M + 1.
\]
We keep the FV barycenters as the FD points,
\[
\tilde{P}_{i,j} = (\tilde{x}_{i,j}, \tilde{y}_{i,j}) = P_{i,j}, \quad 0 \leq i \leq M + 1, \ 0 \leq j \leq N + 1.
\]
We define the inner FD nodal points as the average of the nearby \(\tilde{P}_{i,j}\),
\[
\tilde{P}_{i+\frac{1}{2},j+\frac{1}{2}} = \frac{1}{4} \sum_{l,m=0,1} \tilde{P}_{i+l,j+m}, \quad 1 \leq i \leq M - 1, \ 1 \leq j \leq N - 1, \text{ (see Fig. 7 below).}
\]
In general, the average defined on the right-hand side of (62) is different from the barycenter (center of mass) of \(\tilde{P}_{i+l,j+m}, l, m = 0, 1\). They coincide only when the quadrilateral with vertices \(\tilde{P}_{i+l,j+m}, l, m = 0, 1\), is a parallelogram.
Using (60) and (62), we obtain the FD discretization of the domain \( \Omega \) in the form,

\[
\Omega = \bigcup_{i=0}^{M+1} \bigcup_{j=0}^{N+1} \tilde{K}_{i,j},
\]

where

\[
\tilde{K}_{i,j} = \text{convex quadrilateral connecting the four points } \tilde{P}_{i+\frac{1}{2},j+\frac{1}{2}}.
\]

![Figure 7.](image)

Figure 7. The X marked FD nodal point \( \tilde{P}_{i+1/2,j+1/2} \) is the average of the nearby four points \( \tilde{P}_{i+l,j+m}, m = 0, 1 \); see Fig. 3 to compare with the corresponding FV mesh, in which \( P_{i+1/2,j+1/2} \) is not the average (nor the barycenter) of the points \( P_{i+l,j+m} \) around it; see (62).

For a cell \( \tilde{K}_{i,j} \), we write its boundary \( \tilde{\Gamma}_{i,j} \) as

\[
\tilde{\Gamma}_{i,j} = \bigcup_{k=E,W,N,S} \tilde{\Gamma}_{i,j}^k.
\]

The four internal angles of \( \tilde{K}_{i,j} \) are denoted \( \tilde{\theta}_{i,j}^m, m = WS, ES, EN, WN \). This setting of the FD mesh appears in Fig. 2 with \( \tilde{P}, \tilde{K}, \) and \( \tilde{\Gamma} \) respectively replaced by \( P, K, \) and \( \Gamma \).

Since \( \tilde{P}_{i,j} \in \tilde{K}_{i,j} \), we write \( \tilde{P}_{i,j} \) as an interpolation of the nearby nodal points (the vertices of \( \tilde{K}_{i,j} \)):

For \( 1 \leq i \leq M, 1 \leq j \leq N \),

\[
\tilde{P}_{i,j} = \sum_{l,m=\pm 1} \tilde{\chi}_{i,j}^{l,m} \tilde{P}_{i+\frac{1}{2},j+\frac{1}{2}} \quad \text{for some } \tilde{\chi}_{i,j}^{l,m} \geq 0 \text{ such that } \sum_{j,m=\pm 1} \tilde{\chi}_{i,j}^{l,m} = 1.
\]

**Construction of the FD space.** We define the FD space of step functions that satisfy the homogeneous Dirichlet boundary condition,

\[
\tilde{V}_h := \left\{ \text{step functions } \tilde{u}_h \text{ on } \tilde{\Omega} = \bigcup_{i=0}^{M+1} \bigcup_{j=0}^{N+1} \tilde{K}_{i,j} \text{ such that} \right. \\
\left. \tilde{u}_h |_{\tilde{K}_{i,j}} = \begin{cases} 
\tilde{u}_{i,j}, & \text{for } 1 \leq i \leq M, 1 \leq j \leq N, \\
0, & \text{for } i = 0, M + 1, \text{ or } j = 0, N + 1.
\end{cases} \right\}
\]

Then a FD step function \( \tilde{u}_h \in \tilde{V}_h \) is written in the form,

\[
\tilde{u}_h = \sum_{i=1}^M \sum_{j=1}^N \tilde{u}_{i,j} \chi_{\tilde{K}_{i,j}}.
\]

To define the discrete FD derivatives on \( \tilde{V}_h \), we apply the classical Taylor Series Expansion Scheme (TSES):
We introduce the quadrilaterals $\tilde{K}_{i,j+1/2}$ and $\tilde{K}_{i+1/2,j}$ which will serve as the domains of constancy for the FD derivatives (see Fig. 8),

(69)
$$
\tilde{K}_{i+\frac{1}{2},j} = \text{quadrilateral connecting the four points } \tilde{P}_{i,j}, \tilde{P}_{i+1,j}, \text{ and } \tilde{P}_{i+\frac{1}{2},j+\frac{1}{2}},
$$

for $0 \leq i \leq M + 1$, $0 \leq j \leq N$,

(70)
$$
\tilde{K}_{i,j+\frac{1}{2}} = \text{quadrilateral connecting the four points } \tilde{P}_{i,j}, \tilde{P}_{i,j+1}, \text{ and } \tilde{P}_{i+\frac{1}{2},j+\frac{1}{2}},
$$

for $0 \leq i \leq M$, $0 \leq j \leq N + 1$.

Then the domain $\Omega$ can be written in the form (70):

$$
\Omega = \left( \bigcup_{i=0}^{M+1} \bigcup_{j=0}^{N} \tilde{K}_{i,j+1/2} \right) \cup \left( \bigcup_{i=0}^{M} \bigcup_{j=0}^{N+1} \tilde{K}_{i+1/2,j} \right).
$$

We define the (non-singular) geometric matrices $\overline{M}_{i,j+1/2}$ and $\overline{M}_{i+1/2,j}$ whose rows represent the diagonals of $\tilde{K}_{i,j+1/2}$ and $\tilde{K}_{i+1/2,j}$ respectively,

(71)
$$
\begin{align*}
\overline{M}_{i+\frac{1}{2},j} & = \begin{bmatrix}
\tilde{x}_{i+1,j} - \tilde{x}_{i,j} & \tilde{y}_{i+1,j} - \tilde{y}_{i,j} \\
\tilde{x}_{i+\frac{1}{2},j+\frac{1}{2}} - \tilde{x}_{i+\frac{1}{2},j-\frac{1}{2}} & \tilde{y}_{i+\frac{1}{2},j+\frac{1}{2}} - \tilde{y}_{i+\frac{1}{2},j-\frac{1}{2}}
\end{bmatrix}, \\
0 \leq i \leq M, & 0 \leq j \leq N + 1,
\end{align*}
$$

$$
\begin{align*}
\overline{M}_{i,j+\frac{1}{2}} & = \begin{bmatrix}
\tilde{x}_{i+\frac{1}{2},j+\frac{1}{2}} - \tilde{x}_{i+\frac{1}{2},j-\frac{1}{2}} & \tilde{y}_{i+\frac{1}{2},j+\frac{1}{2}} - \tilde{y}_{i+\frac{1}{2},j-\frac{1}{2}} \\
\tilde{x}_{i,j+1} - \tilde{x}_{i,j} & \tilde{y}_{i,j+1} - \tilde{y}_{i,j}
\end{bmatrix}, \\
0 \leq i \leq M + 1, & 0 \leq j \leq N.
\end{align*}
$$

Using (62), we define the intermediate value $\tilde{u}_{i+1/2,j+1/2}$ of $\tilde{u}_h \in \tilde{V}_h$, for $0 \leq i \leq M$, $0 \leq j \leq N$, in the form,

(72)
$$
\tilde{u}_{i+\frac{1}{2},j+\frac{1}{2}} = \begin{cases}
\frac{1}{4} \sum_{l,m=0}^{1} \tilde{u}_{i+l,j+m}, & 1 \leq i \leq M - 1, 1 \leq j \leq N - 1, \\
0, & i = 0, M, \text{ or } j = 0, N.
\end{cases}
$$

Thanks to (69)-(72), we define the discrete FD derivatives on $\tilde{V}_h$: For $\tilde{u}_h \in \tilde{V}_h$,

(73)
$$
\overline{\nabla}_h \tilde{u}_h = \sum_{i=0}^{M} \sum_{j=0}^{N} \overline{\nabla}_h \tilde{u}_h |_{\tilde{K}_{i,j+\frac{1}{2}}} \chi_{\tilde{K}_{i,j+\frac{1}{2}}} + \sum_{i=0}^{M+1} \sum_{j=0}^{N} \overline{\nabla}_h \tilde{u}_h |_{\tilde{K}_{i+\frac{1}{2}},j+\frac{1}{2}} \chi_{\tilde{K}_{i+\frac{1}{2}},j+\frac{1}{2}}.
$$
where
\[
\tilde{\nabla} h \tilde{u}_h = \begin{cases}
\tilde{M}_{i+\frac{1}{2}, j}^{-1} \begin{bmatrix}
\tilde{u}_{i+1, j} - \tilde{u}_{i, j} \\
\tilde{u}_{i+\frac{1}{2}, j+\frac{1}{2}} - \tilde{u}_{i+\frac{1}{2}, j-\frac{1}{2}} \\
\tilde{u}_{i, j+1} - \tilde{u}_{i, j}
\end{bmatrix} & \text{on } \tilde{K}_{i+\frac{1}{2}, j}, \\
\tilde{M}_{i, j+\frac{1}{2}}^{-1} \begin{bmatrix}
\tilde{u}_{i+\frac{1}{2}, j} - \tilde{u}_{i, j} \\
\tilde{u}_{i, j+1} - \tilde{u}_{i, j}
\end{bmatrix} & \text{on } \tilde{K}_{i,j+\frac{1}{2}}.
\end{cases}
\]

Using (3), we write
\[
\tilde{M}_{i+\frac{1}{2}, j}^{-1} = 2|\tilde{K}_{i+\frac{1}{2}, j}|^{-1} \begin{bmatrix}
\tilde{y}_{i+\frac{1}{2}, j} - \tilde{y}_{i, j} \\
-(\tilde{x}_{i+\frac{1}{2}, j} - \tilde{x}_{i, j}) \\
\tilde{y}_{i, j+1} - \tilde{y}_{i, j} \\
-(\tilde{x}_{i, j+\frac{1}{2}} - \tilde{x}_{i, j})
\end{bmatrix},
\]
\[
0 \leq i \leq M, \quad 0 \leq j \leq N + 1,
\]
\[
\tilde{M}_{i, j+\frac{1}{2}}^{-1} = 2|\tilde{K}_{i,j+\frac{1}{2}}|^{-1} \begin{bmatrix}
\tilde{y}_{i+\frac{1}{2}, j} - \tilde{y}_{i, j} \\
-(\tilde{x}_{i+\frac{1}{2}, j} - \tilde{x}_{i, j}) \\
\tilde{y}_{i, j+1} - \tilde{y}_{i, j} \\
-(\tilde{x}_{i, j+\frac{1}{2}} - \tilde{x}_{i, j})
\end{bmatrix},
\]
\[
0 \leq i \leq M + 1, \quad 0 \leq j \leq N.
\]

The FD space \( \tilde{V}_h \) is equipped with the inner products \((\cdot, \cdot)_{\tilde{V}_h}\) and \((\cdot, \cdot)_{\tilde{V}_h}\) which mimic respectively those of \( L^2(\Omega) \) and \( H^1_0(\Omega) \):

For \( \tilde{u}_h, \tilde{v}_h \) in \( \tilde{V}_h \), we define
\[
(\tilde{u}_h, \tilde{v}_h)_{\tilde{V}_h} = (\tilde{u}_h, \tilde{v}_h)_{L^2(\Omega)} = \sum_{i=1}^{M} \sum_{j=1}^{N} \tilde{u}_{i, j} \tilde{v}_{i, j}|\tilde{K}_{i, j}|,
\]
\[
((\tilde{u}_h, \tilde{v}_h))_{\tilde{V}_h} = (\tilde{\nabla}_h \tilde{u}_h, \tilde{\nabla}_h \tilde{v}_h)_{L^2(\Omega)}
\]
\[
= \sum_{i=0}^{M} \sum_{j=0}^{N+1} \tilde{\nabla}_h \tilde{u}_h|\tilde{K}_{i+\frac{1}{2}, j}| \tilde{\nabla}_h \tilde{v}_h|\tilde{K}_{i+\frac{1}{2}, j}| + \sum_{i=0}^{M+1} \sum_{j=0}^{N} \tilde{\nabla}_h \tilde{u}_h|\tilde{K}_{i, j+\frac{1}{2}}| \tilde{\nabla}_h \tilde{v}_h|\tilde{K}_{i, j+\frac{1}{2}}|,
\]
where the measure \(|\tilde{K}_i|\) of \( \tilde{K}_i \) is given by (36) in which \( K, x, \) and \( y \) are replaced by \( \tilde{K}, \tilde{x}, \) and \( \tilde{y} \) respectively. The corresponding norms \(|\cdot|_{\tilde{V}_h}\) and \(\|\cdot\|_{\tilde{V}_h}\) are naturally deduced from (76) and (77) as well.

6. External approximation of \( H^1_0(\Omega) \) via the FD space \( \tilde{V}_h \)

To approximate the Sobolev space \( H^1_0(\Omega) \) via a FD space, we consider an external approximation as in Fig. 6 where \( r_h, \tilde{p}_h, \) and \( V_h \) are respectively replaced by \( \tilde{r}_h, \tilde{\tilde{p}}_h, \) and \( \tilde{V}_h, \) and \( \tilde{\tilde{x}} = \tilde{x}$.
For the analysis below of the FD space, we assume that the FD mesh as well is not too distorted in the sense that

(H3) The constants $h, \Gamma, \theta$, and $\overline{\Gamma}$ in (12) and (13) are chosen so that the analogues of (12) and (13) hold with $\Gamma$ and $\theta$ replaced by $\overline{\Gamma}$ and $\overline{\theta}$.

Remark 6.1. In fact the condition (H3) can be verified as a consequence of the condition (H2) and the condition (H5) that we impose below. We choose to state (H3) here in this section to complete the analysis of the FD approximation in a self-contained manner.

Then the discrete Poincaré inequality for the FD space is proven exactly as for the FV space:

Lemma 6.2. Under the assumptions (H1)-(H3), we have

\[ |\tilde{u}_h|_{\tilde{V}_h} \leq \kappa_P \|\tilde{u}_h\|_{\tilde{V}_h}, \quad \tilde{u}_h \in \tilde{V}_h, \]

for a constant $\kappa_P = 2\sqrt{6} \kappa_1^{-1} \delta^{-1/2}$, independent of the mesh size.

Following the same computations as in (46), one can prove the stability of $\tilde{p}_h$:

\[ \|\tilde{p}_h\|_{L^2(\tilde{V}_h, L^2(\Omega)^3)} \leq \sqrt{1 + \kappa_P^2}. \]

Convergence and consistency of FD. To prove the convergence and consistency of the FD method, we need to prove the following two properties:

(C1) $(\tilde{p}_h \circ \tilde{r}_h) (u) \to \overline{\omega}(u)$ in $L^2(\Omega)^3$ as $h \to 0$, $u \in C_0^\infty(\Omega)$,

(C2) If $\tilde{u}_h \in \tilde{V}_h$ and $\tilde{p}_h(\tilde{u}_h) \rightharpoonup \phi$ weakly in $L^2(\Omega)^3$ as $h \to 0$, then $\phi \in \overline{\omega}(H_0^1(\Omega))$.

The proof of (C1) for the FD is almost the same as (and even easier than) that of the FV in Section 4.1. Hence we omit this proof and prove (C2) for the FD only in Section 6.1.

6.1. Proof of (C2) for FD. We assume that the corresponding FD mesh is sufficiently regular in the sense below:

(H4) The FD points $\tilde{P}_{i,j}$ (which are identical to the cell centers $P_{i,j}$ of FV mesh), satisfy that

\[ \begin{align*}
\frac{\tilde{P}_{i+1,j} + \tilde{P}_{i-1,j}}{2} &= \tilde{P}_{i,j} + o(h^2), \\
\frac{\tilde{P}_{i+1,j+1} + \tilde{P}_{i-1,j-1}}{2} &= \tilde{P}_{i,j} + o(h^2), \\
\frac{\tilde{P}_{i+1,j+1} + \tilde{P}_{i-1,j-1}}{2} &= \tilde{P}_{i,j} + o(h^2),
\end{align*} \]

for $2 \leq i \leq M - 1$ and $2 \leq j \leq N - 1$.

Remark 6.3. The condition (H4), which is inspired by the earlier work [42], is satisfied in particular by a typical problematic mesh with the alternating sizes of $h$ and $2h$ in the analysis of FV. The simple examples $A$ and $B$ in Fig. 9 satisfy the assumption (H4) as well, because the inner cells of the corresponding FD mesh for $A$ (or $B$) become identical to a parallelogram (or a rectangle).
Now, to prove the property \((C2)\) for the FD, we choose a family \(\tilde{u}_h \in \tilde{V}_h\) such that
\[
\tilde{u}_h \to \phi_0, \quad \nabla_h \tilde{u}_h \to (\phi_1, \phi_2) \quad \text{weakly in } L^2(\Omega) \text{ as } h \to 0,
\]
and we wish to show that \((\phi_0, \phi_1, \phi_2) \in \tilde{V}(H^1_0(\Omega))\), that is:
\[
\int_{\mathbb{R}^2} \left( \phi_1, \phi_2 \right) \theta \, dx = - \int_{\mathbb{R}^2} \phi_0 \nabla \theta \, dx, \quad \forall \theta \in C^\infty_0(\mathbb{R}^2).
\]
Here \(\phi_*\) is the function equal to \(\phi_*\) in \(\Omega\) and to 0 outside of \(\Omega\).

Setting,
\[
I_h = \int_{\Omega} \nabla_h \tilde{u}_h \theta \, dx,
\]
we infer from (81) that
\[
I_h \to \int_{\Omega} (\phi_1, \phi_2) \theta \, dx = \int_{\mathbb{R}^2} (\phi_1, \phi_2) \theta \, dx \quad \text{as } h \to 0.
\]
Therefore, to prove (82), (and hence \((C2)\) for the FD), it is enough to verify that
\[
I_h \to - \int_{\Omega} \phi_0 \nabla \theta \, dx \quad \text{as } h \to 0,
\]
which is the same as the right-hand side of (82). Hereafter our task is to verify (85).

Using the definition of the FD derivatives (73), we write \(I_h\) in (83) in the form,
\[
I_h = I^H_h + I^V_h,
\]
where
\[
\begin{align*}
I^H_h &= \sum_{i=0}^{M} \sum_{j=0}^{N+1} \tilde{M}_i^{1/2,j} \left( \tilde{u}_{i+1,j} - \tilde{u}_{i,j} \right) \int_{\tilde{K}_{i+1/2,j}} \theta \, dx, \\
I^V_h &= \sum_{i=0}^{M+1} \sum_{j=0}^{N} \tilde{M}_i^{-1/2,j} \left( \tilde{u}_{i+1/2,j} - \tilde{u}_{i-1/2,j} \right) \int_{\tilde{K}_{i+1/2,j}} \theta \, dx.
\end{align*}
\]
Setting
\[
\tilde{M}_{i+1/2,j} = \left( m_{i+1/2,j}^{1/2} \right)_{1 \leq k,l \leq 2} := |\tilde{K}_{i+1/2,j}| \tilde{M}_{i+1/2,j}^{-1},
\]
and
\[
\tilde{\theta}_{i+1/2,j} := \text{value of } \tilde{\theta} \text{ evaluated at } \tilde{P}_{i+1/2,j} = \frac{1}{2} (\tilde{P}_{i,j} + \tilde{P}_{i+1,j}),
\]
we rewrite $I_h^H$, 
(90)  
\[
I_h^H = \sum_{i=0}^{M} \sum_{j=0}^{N+1} M_{i+\frac{1}{2}, j} \left[ \tilde{u}_{i+1, j} - \tilde{u}_{i, j} \right] \bar{\theta}_{i+\frac{1}{2}, j} + \|\tilde{u}_h\|_{V_\h} \mathcal{O}(\h) = 
\sum_{i=0}^{M} \sum_{j=0}^{N+1} \left[ m_{i+\frac{1}{2}, j}^1 \left( \tilde{u}_{i+1, j} - \tilde{u}_{i, j} \right) + m_{i+\frac{1}{2}, j}^{12} \left( \tilde{u}_{i+1, j+1} + \tilde{u}_{i, j+1} - \tilde{u}_{i+1, j} - \tilde{u}_{i, j} \right) \right]
\times \bar{\theta}_{i+\frac{1}{2}, j} + \|\tilde{u}_h\|_{V_\h} \mathcal{O}(\h).
\]

Integrating by parts, we find that

(91)  
\[
I_h^H = I_h^{H, I} + I_h^{H, II} + \|\tilde{u}_h\|_{V_\h} \mathcal{O}(\h),
\]

where

(92)  
\[
I_h^{H, I} = -\frac{1}{2} \sum_{i=0}^{M} \sum_{j=1}^{N} \tilde{u}_{i, j} \left[ m_{i+\frac{1}{2}, j}^1 \left( \bar{\theta}_{i+\frac{1}{2}, j} - \tilde{\theta}_{i-\frac{1}{2}, j} \right) + m_{i+\frac{1}{2}, j}^{12} \left( \bar{\theta}_{i+\frac{1}{2}, j+1} - \tilde{\theta}_{i-\frac{1}{2}, j+1} \right) \right]
\]

(93)  
\[
I_h^{H, II} = -\frac{1}{2} \sum_{i=0}^{M} \sum_{j=1}^{N} \tilde{u}_{i, j} \left[ m_{i+\frac{1}{2}, j}^1 \left( \bar{\theta}_{i+\frac{1}{2}, j} - \tilde{\theta}_{i-\frac{1}{2}, j} \right) + m_{i+\frac{1}{2}, j}^{12} \left( \bar{\theta}_{i+\frac{1}{2}, j+1} - \tilde{\theta}_{i-\frac{1}{2}, j+1} \right) \right]
\]

Thanks to the assumption (H4), we simplify some expressions in (92) and (93) which are related to $\mathcal{M}_{i+1/2, j}$ defined in (75) and (88): Using (72), we find that,
for $2 \leq i \leq M - 1$ and $1 \leq j \leq N$.

\[
\begin{align*}
\left\{ \begin{array}{l}
\left| I_{ij}^{11} \right| & = \frac{1}{2} \left( \tilde{y}_{i+\frac{1}{2},j} - \tilde{y}_{i+\frac{1}{2},j-\frac{1}{2}} \right) + \frac{1}{2} \left( \tilde{y}_{i-\frac{1}{2},j+\frac{1}{2}} - \tilde{y}_{i-\frac{1}{2},j-\frac{1}{2}} \right) \\
& = \frac{1}{2} \left( \tilde{y}_{i, j+1} - \tilde{y}_{i, j-1} \right) + o\left(h^2\right), \\
\left| I_{ij}^{12} \right| & = \frac{1}{2} \left( - \tilde{y}_{i+1, j+1} + \tilde{y}_{i, j+1} + \frac{1}{2} \left( - \tilde{y}_{i+1, j-1} + \tilde{y}_{i, j-1} \right) \\
& = -\tilde{y}_{i+1, j} + \tilde{y}_{i, j} + o\left(h^2\right), \\
\left| I_{ij}^{12} \right| & = -\tilde{y}_{i, j+1} + \tilde{y}_{i, j} + o\left(h^2\right), \\
\left| I_{ij}^{12} \right| & = -\tilde{y}_{i+1, j} + \tilde{y}_{i, j} + o\left(h^2\right), \\
\end{array} \right.
\end{align*}
\]

and

\[
\begin{align*}
\left\{ \begin{array}{l}
\left| I_{ij}^{21} \right| & = \frac{1}{2} \left( \tilde{y}_{i+\frac{1}{2},j} - \tilde{y}_{i+\frac{1}{2},j-\frac{1}{2}} \right) - \frac{1}{2} \left( \tilde{y}_{i-\frac{1}{2},j+\frac{1}{2}} - \tilde{y}_{i-\frac{1}{2},j-\frac{1}{2}} \right) \\
& = o\left(h^2\right), \\
\left| I_{ij}^{22} \right| & = \frac{1}{2} \left( - \tilde{y}_{i+1, j+1} + \tilde{y}_{i, j+1} \right) + \frac{1}{2} \left( \tilde{y}_{i+1, j-1} - \tilde{y}_{i, j-1} \right) \\
& = \frac{1}{2} \left( - \tilde{y}_{i, j+1} + \tilde{y}_{i, j} + \frac{1}{2} \left( \tilde{y}_{i+1, j-1} - \tilde{y}_{i, j-1} \right) + o\left(h^2\right) \\
& = o\left(h^2\right). \\
\end{array} \right.
\end{align*}
\]

By symmetry, we also find that, for $2 \leq i \leq M - 1$ and $1 \leq j \leq N$,

\[
\begin{align*}
\left\{ \begin{array}{l}
\left| I_{ij}^{21} \right| & = -\frac{1}{2} \left( \tilde{x}_{i, j+1} - \tilde{x}_{i, j-1} \right) + o\left(h^2\right), \\
\left| I_{ij}^{22} \right| & = \frac{1}{2} \left( \tilde{x}_{i+1, j} - \tilde{x}_{i-1, j} \right) + o\left(h^2\right), \\
\left| I_{ij}^{22} \right| & = \frac{1}{2} \left( \tilde{x}_{i+1, j} - \tilde{x}_{i-1, j} \right) + o\left(h^2\right), \\
\left| I_{ij}^{21} \right| & = -\frac{1}{2} \left( \tilde{x}_{i+1, j} - \tilde{x}_{i-1, j} \right) + o\left(h^2\right), \\
\left| I_{ij}^{22} \right| & = o\left(h^2\right), \\
\left| I_{ij}^{22} \right| & = o\left(h^2\right). \\
\end{array} \right.
\end{align*}
\]

Using (93), (95), and (96), we notice that

\[
\left| I_{ij}^{H, T} \right| \leq ||\tilde{u}_h|| \tilde{v}_h \sigma(1).
\]
Now using the Taylor expansion, we write $I_h^{H,I}$ in the form, (98)
\[
I_h^{H,I} = -\frac{1}{2} \sum_{i=1}^{M} \sum_{j=1}^{N} \tilde{u}_{i,j} \left[ m_{1,1/2}^{1/2} + m_{1,1/2}^{1/2} \right] \nabla \tilde{h}_{i,j} \cdot (\tilde{P}_{i+1/2,j} - \tilde{P}_{i-1/2,j})
\]
\[
- \frac{1}{8} \sum_{i=1}^{M} \sum_{j=1}^{N} \tilde{u}_{i,j} \left[ m_{1/2,1/2}^{1/2} + m_{1/2,1/2}^{1/2} + m_{1/2,1/2}^{1/2} \right] \nabla \tilde{h}_{i,j} \cdot (\tilde{P}_{i+1/2,j+1} - \tilde{P}_{i-1/2,j+1} - \tilde{P}_{i+1/2,j} + \tilde{P}_{i-1/2,j})
\]
\[
- \frac{1}{8} \sum_{i=1}^{M} \sum_{j=1}^{N} \tilde{u}_{i,j} \left[ m_{1/2,1/2}^{1/2} + m_{1/2,1/2}^{1/2} + m_{1/2,1/2}^{1/2} \right] \nabla \tilde{h}_{i,j} \cdot (\tilde{P}_{i-1/2,j+1} - \tilde{P}_{i+1/2,j+1} - \tilde{P}_{i-1/2,j} + \tilde{P}_{i+1/2,j})
\]
\[+ \|\tilde{v}_h\|_{V_h} \mathcal{O}(h^2).\]

Using the assumption (H4), we simplify the vectors appearing in (98):
\[
\begin{align*}
\tilde{P}_{i+1/2,j} - \tilde{P}_{i-1/2,j} &= \frac{1}{2} (\tilde{P}_{i+1,j} - \tilde{P}_{i-1,j}), \\
\tilde{P}_{i+1/2,j+1} - \tilde{P}_{i+1/2,j-1} &= \frac{1}{2} (\tilde{P}_{i+1,j+1} + \tilde{P}_{i,j+1} - \tilde{P}_{i-1,j+1} - \tilde{P}_{i,j-1}), \\
\tilde{P}_{i-1/2,j+1} - \tilde{P}_{i-1/2,j-1} &= \frac{1}{2} (\tilde{P}_{i,j+1} + \tilde{P}_{i-1,j+1} - \tilde{P}_{i,j-1} - \tilde{P}_{i-1,j-1}),
\end{align*}
\]
(99)

Using (94), (96), and (99), we rewrite $I_h^{H,I}$ in (98) in the form,
\[
I_h^{H,I} = -\frac{1}{2} \sum_{i=1}^{M} \sum_{j=1}^{N} \tilde{u}_{i,j} \nabla \tilde{h}_{i,j} A_{i,j} + \|\tilde{v}_h\|_{V_h} \mathcal{O}(1),
\]
where the matrix $A_{i,j}$ is defined by
\[
A_{i,j} = \frac{1}{4} \{ (\tilde{g}_{i,j+1} - \tilde{g}_{i,j-1}) (\tilde{x}_{i,j+1} - \tilde{x}_{i,j-1})
\]
\[- (\tilde{g}_{i+1,j} - \tilde{g}_{i-1,j}) (\tilde{x}_{i,j+1} - \tilde{x}_{i,j-1}) \} I_{2 \times 2}
\]
\[= \frac{1}{2} \text{area of quadrilateral connecting vertices } \tilde{P}_{i\pm1,j} \text{ and } \tilde{P}_{i,j\pm1} I_{2 \times 2}.\]

On the other hand, using (3) and (H4), we observe that
\[
|\tilde{K}_{i,j}| = \frac{1}{2} \det \left[ \tilde{x}_{i+1/2,j+1/2} - \tilde{x}_{i-1/2,j-1/2}, \tilde{x}_{i+1/2,j-1/2} - \tilde{x}_{i-1/2,j+1/2}, \tilde{y}_{i+1/2,j+1/2} - \tilde{y}_{i-1/2,j-1/2}, \tilde{y}_{i+1/2,j-1/2} - \tilde{y}_{i-1/2,j+1/2} \right]
\]
\[= \frac{1}{4} \{ (\tilde{g}_{i,j+1} - \tilde{g}_{i,j-1}) (\tilde{x}_{i,j+1} - \tilde{x}_{i,j-1})
\]
\[- (\tilde{g}_{i+1,j} - \tilde{g}_{i-1,j}) (\tilde{x}_{i,j+1} - \tilde{x}_{i,j-1}) \} + \mathcal{O}(h^2).\]
Therefore we finally deduce from (91), (97), and (100)-(102) that
\[
I_h^H = -\frac{1}{2} \sum_{i=1}^{M} \sum_{j=1}^{N} \tilde{u}_{i,j} \nabla \theta(\tilde{P}_{i,j}) |\tilde{K}_{i,j}| + \|\tilde{u}_h\|_{\tilde{V}_h}^\infty(1)
\]
(103)
\[
= -\frac{1}{2} \int_{\Omega} \tilde{u}_h \nabla \theta \, dx + \|\tilde{u}_h\|_{\tilde{V}_h}^\infty(1).
\]

Thanks to the symmetry between the expressions of $I_h^H$ and $I_h^V$, one can verify that $I_h^V$ in (86) can be written as the right-hand side of (103). Therefore, we finally have
\[
I_h = -\int_{\Omega} \tilde{u}_h \nabla \theta \, dx + \|\tilde{u}_h\|_{\tilde{V}_h}^\infty(1).
\]
(104)

We deduce from (81) that the term $I_h$ in (104) attains the limit announced in (85). Hence the property (C2) for the FD discretization follows. □

Now, we conclude that the FD approximation, constructed in Section 5, is stable and convergent in the sense of [17, 57]. We summarize the result below as a proposition:

**Proposition 6.4.** Under the assumptions (H1)-(H4), the FD discretization method under consideration is stable and convergent. More precisely, we have

\[
(S) \quad \|\tilde{p}_h\|_{L(P_h, L^2(\Omega)^3)} \leq \kappa,
\]

\[
(C1) \quad (\tilde{p}_h \circ \tilde{r}_h)(u) \rightarrow \overline{\nabla}(u) \text{ in } L^\infty(\Omega)^3 \text{ (hence in } L^2(\Omega)^3) \text{ as } \overline{h} \rightarrow 0, \forall u \in C_0^\infty(\Omega),
\]

\[
(C2) \quad \text{If } \tilde{u}_h \in \tilde{V}_h \text{ and } \tilde{p}_h(\tilde{u}_h) \rightarrow \phi \text{ weakly in } L^2(\Omega)^3 \text{ as } \overline{h} \rightarrow 0, \text{ then } \phi \in \overline{\nabla}(H_0^1(\Omega)).
\]

7. **Comparison between Finite Volumes and Finite Differences**

The Finite Difference and Finite Volume spaces, $\tilde{V}_h$ and $V_h$, are related by a bijective map $\Lambda_h$ from $\tilde{V}_h$ to $V_h$ defined by:

\[
\Lambda_h \tilde{u}_h = \sum_{i=1}^{N} \sum_{j=1}^{M} \tilde{u}_{i,j} \chi_{K_{i,j}}, \quad \text{for} \quad \tilde{u}_h = \sum_{i=1}^{N} \sum_{j=1}^{M} u_{i,j} \chi_{K_{i,j}} \in \tilde{V}_h.
\]
(105)

The inverse $\Lambda_h^{-1}$ of $\Lambda_h$ is defined as well:

\[
\Lambda_h^{-1} u_h = \sum_{i=1}^{N} \sum_{j=1}^{M} u_{i,j} \chi_{K_{i,j}}, \quad \text{for} \quad u_h = \sum_{i=1}^{N} \sum_{j=1}^{M} u_{i,j} \chi_{K_{i,j}} \in V_h.
\]
(106)

To prove the property (C2) for FV, we further assume:

\[
(\text{H5}) \quad \text{The FV and FD nodal points are close to each other in the sense that } \quad P_{i+1/2,j+1/2} = \tilde{P}_{i+1/2,j+1/2} + o(\overline{h}),
\]

\[
\text{for } 0 \leq i \leq M \text{ and } 0 \leq j \leq N; \text{ see Remark 7.3 below as well.}
\]

**Remark 7.1.** In Remark 7.3 below, we introduce a condition weaker than (H5) (but a bit more complicated) which is sufficient to prove the Lemma 7.2 below and hence the convergence of the FV method (the main result in this article) stated in Theorem 7.4. However, for simplicity, we stay mainly with the condition (H5) throughout this article because it is easily computationally verified for a given mesh in many practical applications.
Our next task is to prove the following lemma:

**Lemma 7.2.** Under the assumptions (H1)-(H3) and (H5), we have

\[
\left\| \nabla_h u_h - \tilde{\nabla}_h \Lambda_h^{-1} u_h \right\|_{V_h} \leq \| u_h \|_{V_h} \mathcal{O}(1), \quad \forall u_h \in V_h, \quad \forall \varphi \in C_0^\infty(\mathbb{R}^2).
\]

**Proof.** We first write

\[
\left\| \nabla_h u_h - \tilde{\nabla}_h \Lambda_h^{-1} u_h \right\|_{V_h} \leq \sum_{i=0}^{M} \sum_{j=1}^{N} \int_{K_{i+\frac{1}{2}, j}} \left( \nabla_h u_h - \tilde{\nabla}_h \Lambda_h^{-1} u_h \right) \varphi \, dx \]

\[
+ \sum_{i=1}^{M} \sum_{j=0}^{N} \int_{\tilde{K}_{i+\frac{1}{2}, j}} \left( \nabla_h u_h - \tilde{\nabla}_h \Lambda_h^{-1} u_h \right) \varphi \, dx.
\]

On \( K_{i+\frac{1}{2}, j} \cap \tilde{K}_{i+\frac{1}{2}, j} \), using (30), (32), (72), (74), and (106), we notice that

\[
\nabla_h u_h - \tilde{\nabla}_h \Lambda_h^{-1} u_h = J_h^1 + J_h^2,
\]

where

\[
J_h^1 = \left( M_{i+\frac{1}{2}, j} - \tilde{M}_{i+\frac{1}{2}, j} \right) \left[ \begin{array}{c} u_{i+1, j} - u_{i, j} \\ \frac{1}{4} \sum_{l=m=0}^{1} u_{i+l, j+m} \end{array} \right],
\]

\[
J_h^2 = \left( M_{i+\frac{1}{2}, j} - \tilde{M}_{i+\frac{1}{2}, j} \right) \left[ \begin{array}{c} 0 \\ \frac{1}{4} \sum_{l,m=0}^{1} u_{i+l, j+m-1} \end{array} \right].
\]

We notice from (H5) that

\[
\left\| P_{i+\frac{1}{2}, j-\frac{1}{2}} P_{i+\frac{1}{2}, j+\frac{1}{2}} - \tilde{P}_{i+\frac{1}{2}, j-\frac{1}{2}} \tilde{P}_{i+\frac{1}{2}, j+\frac{1}{2}} \right\| = \mathcal{O}(\delta),
\]

for \( 0 \leq i \leq M \) and \( 1 \leq j \leq N \). Then, using (111) and the fact that \( K_{i+1/2, j} \) and \( \tilde{K}_{i+1/2, j} \) share a diagonal connecting \( P_{i, j} \) and \( P_{i+1, j} \), we observe that

\[
|K_{i+\frac{1}{2}, j}| = |\tilde{K}_{i+\frac{1}{2}, j}| + \mathcal{O}(\delta), \quad 0 \leq i \leq M, \quad 1 \leq j \leq N.
\]

Concerning the first term \( J_h^1 \) in (110), we first use (33), (75), and (112), and notice that

\[
\left\| M_{i+\frac{1}{2}, j}^{-1} - \tilde{M}_{i+\frac{1}{2}, j}^{-1} \right\| \leq \frac{|K_{i+\frac{1}{2}, j}| - |\tilde{K}_{i+\frac{1}{2}, j}|}{\delta} \leq \mathcal{O}(1).
\]

Then, using the Schwarz inequality as well, we write

\[
\sum_{i=0}^{M} \sum_{j=1}^{N} \int_{K_{i+\frac{1}{2}, j} \cap \tilde{K}_{i+\frac{1}{2}, j}} J_h^1 \varphi \, dx \leq \mathcal{O}(1) \sum_{i=0}^{M} \sum_{j=1}^{N} \left( |u_{i+1, j} - u_{i, j}| + |u_{i+\frac{1}{2}, j+\frac{1}{2}} - u_{i+\frac{1}{2}, j-\frac{1}{2}}| \right) \delta \leq \| u_h \|_{V_h} \mathcal{O}(1).
\]
Thanks to \((\mathcal{H}5)\) and the definition of the intermediate value \(u_{i+1/2,j+1/2}\), we see that
\[
\left| u_{i+1/2,j+1/2} - \frac{1}{4} \sum_{j, m=0}^{1} u_{i+j, j+m} \right| \leq c(\mathcal{H}) \sum_{j, m=0}^{1} |u_{i+j, j+m}|, \quad 0 \leq i \leq M, \ 0 \leq j \leq N.
\]
Using (115), Lemma 4.2, and the discrete Poincaré inequality, we write
\[
\left| \sum_{i=0}^{M} \sum_{j=1}^{N} \int_{K_{i+1/2,j}^+ \cap K_{i+1/2,j}^-} J_h^2 \varphi \, dx \right| \leq \frac{c(\mathcal{H})}{h} \sum_{i=1}^{M} \sum_{j=1}^{N} \|\varphi\|_{L^\infty(\Omega)} h^2
\]
\[
\leq \|u_h\| v_h \sigma(1).
\]
Combining (114) and (116), we find that
\[
\left| \sum_{i=0}^{M} \sum_{j=1}^{N} \int_{K_{i+1/2,j}^+ \cap K_{i+1/2,j}^-} \left( \nabla_h u_h - \tilde{\nabla}_h \Lambda_h^{-1} u_h \right) \varphi \, dx \right| \leq \|u_h\| v_h \sigma(1).
\]
On \(K_{i+1/2,j}^* := K_{i+1/2,j} \setminus \bar{K}_{i+1/2,j}\), we notice from \((\mathcal{H}5)\) that
\[
|K_{i+1/2,j}^*| = \sigma(\mathcal{H}), \quad 0 \leq i \leq M, \ 1 \leq j \leq N.
\]
Then we find that
\[
\left| \sum_{i=0}^{M} \sum_{j=1}^{N} \int_{K_{i+1/2,j}^*} \left( \nabla_h u_h - \tilde{\nabla}_h \Lambda_h^{-1} u_h \right) \varphi \, dx \right|
\leq \sum_{i=0}^{M} \sum_{j=1}^{N} \left\{ \left| \nabla_h u_h \right|_{K_{i+1/2,j}^*} + \frac{1}{\mathcal{H}} |u_{i+1, j} - u_{i, j}| + \frac{1}{\mathcal{H}} |u_{i, j+1} - u_{i, j}| \right\} |K_{i+1/2,j}^*|
\leq \|u_h\| v_h \left( \sum_{i=0}^{M} \sum_{j=1}^{N} |K_{i+1/2,j}^*|^2 \right)^{1/2} \leq \|u_h\| v_h \sigma(1).
\]
We deduce from (117) and (119) that
\[
\left| \sum_{i=0}^{M} \sum_{j=1}^{N} \int_{K_{i+1/2,j}^*} \left( \nabla_h u_h - \tilde{\nabla}_h \Lambda_h^{-1} u_h \right) \varphi \, dx \right| \leq \|u_h\| v_h \sigma(1).
\]
By symmetry, one can verify that (120) with \(K_{i+1/2,j}^*\) replaced by \(K_{i, j+1/2}\) holds true as well. Then, finally (107) follows from (108) and (120), and the proof of Lemma 7.2 is complete.

\[\square\]

**Remark 7.3.** With some additional assumptions, the condition \((\mathcal{H}5)\) can be relaxed to:
\[
P_{i+1/2,j+1/2} = \bar{P}_{i+1/2,j+1/2} + \sigma(1), \quad 0 \leq i \leq M, \ 0 \leq j \leq N.
\]
In fact, the Lemma 107 can be verified under the relaxed condition above together with (112), (118), and a technical assumption,
\[
\left\{ \begin{array}{l}
|K_{i+1/2,j} \cap K_{i+1/2,j+1/2}| = |K_{i+1/2,j} \cap \bar{K}_{i+1/2,j+1/2}| + O(\mathcal{H}), \\
|K_{i, j+1/2} \cap K_{i, j+1/2}| = |K_{i, j+1/2} \cap \bar{K}_{i+1, j+1/2}| + O(\mathcal{H}),
\end{array} \right.
\]
for $1 \leq i \leq M - 1, 1 \leq j \leq N - 1$. See Remark 7.1 above as well.

7.1. Proof of $(C2)$ for FV. We choose a family $u_h$ in $V_h$ such that

$$u_h \rightharpoonup \phi_0, \quad \nabla_h u_h \rightharpoonup (\phi_1, \phi_2) \quad \text{weakly in } L^2(\Omega) \text{ as } h \to 0.$$  

To prove the property $(C2)$ for the FV, since $(C_2)$ has been already proven for the FD, it is enough to show that

$$ \begin{cases} \Lambda_h^{-1} u_h \rightharpoonup \phi_0 \quad \text{weakly in } L^2(\Omega) \text{ as } h \to 0, \\ \nabla_h \Lambda_h^{-1} u_h \rightharpoonup (\phi_1, \phi_2) \quad \text{weakly in } L^2(\Omega) \text{ as } h \to 0. \end{cases}$$

Thanks to the definition of the FV derivatives, it is easy to verify that

$$|u_h - \Lambda_h^{-1} u_h|_{L^2(\Omega)} \leq \|u_h\|_{V_h} O(h);$$

hence $(122)_1$ follows from $(121)$.

Thanks to Lemma 7.2, $(122)_2$ follows from $(121)$ as well, and then the property $(C2)$ for the FV space is finally inferred.

Together with the stability and the property $(C1)$, which were proved in Section 4, we now conclude that the FV approximation, constructed in Section 3, is stable and convergent in the sense of [17, 57]. We summarize this below as the main result of this article:

**Theorem 7.4.** Under the assumptions $(H1)$-$(H5)$, the present cell-centered FV discretization method is stable and convergent. More precisely, we have

$$(S) \quad \|p_h\|_{L(V_h, L^2(\Omega)^2)} \leq \kappa,$$

$$(C1) \quad (p_h \circ r_h)(u) \to \varphi(u) \text{ in } L^\infty(\Omega)^3 \text{ (hence in } L^2(\Omega)^3 \text{) as } h \to 0, \forall u \in C_0^\infty(\Omega),$$

$$(C2) \quad \text{If } u_h \in V_h \text{ and } p_h(u_h) \rightharpoonup \phi \text{ weakly in } L^2(\Omega)^3 \text{ as } h \to 0, \text{ then } \phi \in \varphi(H_0^1(\Omega)).$$

8. An application

In this section, we construct the FV approximation of a class of classical coercive elliptic equations. Then, thanks to the convergence results, that is the properties $(C1)$ and $(C2)$ of the FV method, we prove that a discrete solution to the FV weak formulation converges to the weak solution of the original problem. More precisely, we consider an elliptic equation, supplemented with the homogeneous Dirichlet boundary condition in the form,

$$-\text{div} \left( D(x, y) \cdot \nabla u \right) + \text{div} \left( b(x, y) u \right) + g(x, y) u = f(x, y) \quad \text{in } \Omega,$$

$$u = 0 \quad \text{on } \Gamma,$$

where $\Omega$ is a 2D polygonal domain as considered in the previous sections, and $g$ and $f$ are given smooth functions in $\Omega$. The smooth data $D$ and $b$ are defined by

$$D(x, y) := \left[\alpha^\beta(x, y)\right]_{1 \leq \alpha, \beta \leq 2}, \quad b(x, y) := (b^1(x, y), b^2(x, y)).$$

Using $(125)$, the equation $(124)_1$ can be written in the form,

$$- \sum_{\alpha, \beta = 1}^2 \partial_\alpha (a^\alpha(x, y) \partial_\beta u) + \sum_{\alpha = 1}^2 \partial_\alpha (b^\alpha(x, y) u) + g(x, y) u = f(x, y),$$

where $\partial_1 = \partial/\partial x$ and $\partial_2 = \partial/\partial y$.

We introduce the function spaces,

$$H := L^2(\Omega), \quad V := H_0^1(\Omega), \quad V' := (H_0^1(\Omega))' = H^{-1}(\Omega).$$
Then, using (126) and (127), we classically write the weak formulation of (124):

Given \( f \in H \), find \( u \) in \( V \) such that

\[
a(u, v) = l(v), \quad \forall v \in V,
\]

where

\[
a(u, v) = \sum_{\alpha, \beta = 1}^{2} a^{\alpha \beta} \partial_{\alpha} u \partial_{\beta} v \, dx - \sum_{\alpha = 1}^{2} \int b^{\alpha} u \partial_{\alpha} v \, dx + \int g \, uv \, dx,
\]

and

\[
l(v) = (f, v)_{H} = \int_{\Omega} f \, v \, dx.
\]

For the simplicity of our analysis below, we assume that, for each \( \alpha, \beta = 1, 2 \),

\[
a^{\alpha \beta}, \ b^{\alpha}, \ g \in C(\Omega),
\]

and we guarantee the coercivity by assuming that

\[
\sum_{\alpha, \beta = 1}^{2} a^{\alpha \beta}(x, y) \xi_{\alpha} \xi_{\beta} \geq \kappa_{a1} ||\xi||^{2}, \quad \xi = (\xi_{1}, \xi_{2}) \in \mathbb{R}^{2}, \quad (x, y) \in \Omega,
\]

\[
||g||_{L^{\infty}(\Omega)} - \frac{1}{\kappa_{a1}} ||b||_{L^{\infty}(\Omega)}^{2} \geq \kappa_{a2},
\]

for some strictly positive constants \( \kappa_{a1} \) and \( \kappa_{a2} \). In fact, one can verify that, under the assumptions (131) and (132), the continuous bilinear form \( a(\cdot, \cdot) \) on \( V \times V \) is coercive:

\[
a(u, u) \geq \kappa_{a} ||u||^{2}, \quad u \in V,
\]

for a strictly positive constant \( \kappa_{a} := \min(\kappa_{a1}/2, \kappa_{a2}) \).

Then, thanks to the Lax-Milgram theorem, there exists a unique weak solution \( u \) to the variational problem (128). In what follows, we will study the FV approximation of the weak solution \( u \).

8.1. FV scheme for the problem (124). To define the discretized variational form of (124) (or (126)), we restrict the equation to a fixed control volume \( K_{i,j} \) and integrate it over \( K_{i,j} \). Then, by using the definition of the FV space in Section 3, we write the discrete bilinear form associated with (128) in the form,

\[
a_{h}(u_{h}, v_{h}) = a_{h}^{D}(u_{h}, v_{h}) + a_{h}^{b}(u_{h}, v_{h}) + a_{h}^{q}(u_{h}, v_{h}),
\]

where

\[
a_{h}^{D}(u_{h}, v_{h}) = \sum_{\alpha, \beta = 1}^{2} \sum_{i=0}^{M} \sum_{j=1}^{N} a^{\alpha \beta}_{i+\frac{1}{2}, j} \left( \nabla_{h}^{\alpha} u_{h} \nabla_{h}^{\beta} v_{h} \right) |K_{i+\frac{1}{2}, j}| K_{i+\frac{1}{2}, j}^{K_{i+\frac{1}{2}, j}}
\]

\[
+ \sum_{\alpha, \beta = 1}^{2} \sum_{i=1}^{M} \sum_{j=0}^{N} a^{\alpha \beta}_{i, j+\frac{1}{2}} \left( \nabla_{h}^{\alpha} u_{h} \nabla_{h}^{\beta} v_{h} \right) |K_{i, j+\frac{1}{2}}| K_{i, j+\frac{1}{2}}^{K_{i, j+\frac{1}{2}}},
\]

\[
a_{h}^{b}(u_{h}, v_{h}) = \sum_{\alpha = 1}^{2} \sum_{i=1}^{M} \sum_{j=1}^{N} b_{i, j}^{\alpha} u_{i, j} \nabla_{h}^{\alpha} v_{h} |K_{i, j}^{K_{i, j}}| K_{i, j}^{k_{i, j}},
\]

\[
a_{h}^{q}(u_{h}, v_{h}) = \sum_{i=1}^{M} \sum_{j=1}^{N} q_{i, j} u_{i, j} v_{i, j} |K_{i, j}| K_{i, j}^{k_{i, j}}.
\]
Here we set

\[
\begin{align*}
    a_{i,j}^\alpha &= a^\alpha \left( \frac{1}{2} (P_{i,j} + P_{i+1,j}) \right), & 0 \leq i \leq M, 1 \leq j \leq N, \\
    a_{i,j+1}^\alpha &= a^\alpha \left( \frac{1}{2} (P_{i,j} + P_{i,j+1}) \right), & 1 \leq i \leq M, 0 \leq j \leq N, \\
    b_{i,j}^\alpha &= b^\alpha (P_{i,j}), & 1 \leq i \leq M, 1 \leq j \leq N,
\end{align*}
\]

and

\[
\begin{align*}
    K_{i,j}^E &= K_{i,j} \cap K_{i+\frac{1}{2},j}, & K_{i,j}^W &= K_{i,j} \cap K_{i-\frac{1}{2},j}, \\
    K_{i,j}^N &= K_{i,j} \cap K_{i,j+\frac{1}{2}}, & K_{i,j}^S &= K_{i,j} \cap K_{i,j-\frac{1}{2}},
\end{align*}
\]

for \(1 \leq i \leq M, 1 \leq j \leq N\), so that \(\sum_{k=E,W,N,S} K_{i,j}^k = K_{i,j}\). Using the definition of the FV derivative, we also set \(\nabla_h^1 = \nabla_h = (1, 0) \cdot \nabla_h\) and \(\nabla_h^2 = \nabla_h = (0, 1) \cdot \nabla_h\).

For the right-hand side of (124) (or (126)), we define the continuous linear functional \(l_h\) on \(V_h\) by setting:

\[
l_h(v_h) = (r_h f, v_h)_{V_h} = \sum_{i=1}^{M} \sum_{j=1}^{N} f_{i,j} v_{i,j} |K_{i,j}|,
\]

where

\[
f_{i,j} = \frac{1}{|K_{i,j}|} \int_{K_{i,j}} f \, dx, \quad 1 \leq i \leq M, 1 \leq j \leq N.
\]

Since \(f \in H\), we see that the linear functionals \(l_h\) are uniformly continuous with respect to the mesh size \(h\).

Now, using (134) and (138), we introduce the discrete FV variational approximation of (128):

\[
\text{Given } f \in H \text{ (hence } r_h f \in V_h), \text{ find } u_h \text{ in } V_h \text{ such that}
\]

\[
a_h(u_h, v_h) = l_h(v_h), \quad \forall v_h \in V_h.
\]

### 8.2. Convergence of the FV approximation of (124)

We aim to prove first the existence of a unique solution to the discrete FV variational problem (140), and second the convergence of the discrete FV weak solution \(u_h\) to the weak solution \(u\) of (128) strongly in \(H^1(\Omega)\) as the mesh size \(h\) tends to zero, using the results proven in Theorem 7.4.

We first prove the uniform continuity and coercivity of the bilinear forms \(a_h\):

**Lemma 8.1.** The bilinear forms \(a_h\) are continuous and coercive uniformly with respect to the mesh size \(h\).
Proof. Using the Schwarz inequality, we estimate \( a_h^b(u_h, v_h) \) in (135) in the form,
\[
|a_h^b(u_h, v_h)| \leq \left| \sum_{\alpha=1}^2 \sum_{i=1}^M \sum_{j=1}^N \sum_{k=E,W,N,S} b_{i,j}^\alpha u_{i,j} \nabla_h^\alpha v_h |K^k_{i,j}||K^k_{i,j}| \right|
\]
\[
(141)
\]
\[
\leq \|b\|_{L^\infty(\Omega)} \left( \sum_{i=1}^M \sum_{j=1}^N \sum_{k=E,W,N,S} u_{i,j}^2 |K^k_{i,j}| \right)^{1/2}
\times \left( \sum_{\alpha=1}^2 \sum_{i=1}^M \sum_{j=1}^N \sum_{k=E,W,N,S} \left( \nabla_h^\alpha v_h |K^k_{i,j}|^2 \right)^{1/2} \right)^{1/2}
\]
\[
\leq \|b\|_{L^\infty(\Omega)} \|u_h\|_{V} \|v_h\|_{V}.
\]
Then the uniform continuity of \( a_h \) follows from (131), (134), (135) and (141).

The uniform coercivity of \( a_h \) follows from (132), (134), (135) and (141) with \( v_h \) replaced by \( u_h \). Lemma 8.1 is now proved. □

Using Lemma 8.1, the Lax-Milgram theorem asserts that the discrete FV variational problem (140) has a unique solution \( u_h \) in \( V_h \).

In view of proving the convergence of the FV approximate solution \( u_h \) to the weak solution \( u \) of (128) as the mesh size \( h \) tends to zero, we recall the following consistency lemma whose proof can be found in [42]:

Lemma 8.2. If \( v_h \) converges to \( v \) strongly in \( V \) as \( h \) tends to zero, and if \( w_h \) converges to \( w \) weakly in \( V \) as \( h \) tends to zero, then we have
\[
\lim_{h \to 0} a_h(v_h, w_h) = a(v, w),
\]
\[
\lim_{h \to 0} a_h(w_h, v_h) = a(w, v),
\]
\[
\lim_{h \to 0} l_h(v_h) = l(v).
\]

Thanks to the general convergence theorem in [17] and [57], the convergence of the FV weak solution \( u_h \) to the original weak solution \( u \) finally follows from Lemma 8.2:

Theorem 8.3. Under the assumptions \((H1)-(H5)\), the FV approximate solution \( u_h \) of (140) converges to the weak solution \( u \) of (128) strongly in \( V \) as the mesh size \( h \) tends to zero, that is,
\[
(143) \quad (u_h, \nabla_h u_h) \to (u, \nabla u) \quad \text{strongly in } L^2(\Omega)^3 \text{ as } h \to 0.
\]

Remark 8.4. Equations similar to (124) have been considered in the literature, see, e.g., [20, 33, 4, 21, 5, 7, 35]; however the analysis depends often on the equation considered. Because of the high generality of our construction based on hypotheses on the mesh which can be easily computationally verified, and which are independent of the problem under consideration and other existing results, Theorem 8.3 can be extended to many linear and nonlinear problems. In particular, nonlinear elliptic operators of the monotone type can be considered. We can also consider nonlinear operators of the Leray-Lions type, also called pseudo-monotone operators [50, 15], as in, e.g., [26, 25, 29, 6, 13, 7], at the price of proving a discrete compactness theorem [32]. Note that the Leray-Lions equations that we can consider are not necessarily of the divergence form as in, e.g., [26] and thus are more general than those of [26]. We refrain to do so to avoid making the article too long.
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